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INFERENCE USING QUALITATIVE AND QUANTITATIVE
INFORMATION WITH AN APPLICATION TO MONETARY POLICY

PHILIP N. JEFFERSON*

[ propose a framework for drawing inferences about an unobserved variable
using qualitative and quantitative information. Using this framework, I study the
timing and persistence of monetary policy regimes and compute probabilistic mea-
sures of the qualitative indicator s veliability. These estimates suggest that (1) it is
over one and one-half times more likely that monetary policy is not restrictive at
any point in time, (2) Boschen and Mills's [1995] policy index is a reliable indicator
of the stance of monetary policy, and (3) certain qualitative indicators of monetary
policy improve interest rate forecasts that are based on linear forecasting models.

(JEL C22, E52)

. INTRODUCTION

There has been a revival of interest in the
use of qualitative information in macroeco-
nomic analysis recently. An impetus for this
revival is the apparent inability of modern sta-
tistical analyses that use only quantitative in-
formation to resolve significant macroeco-
nomic controversies. For example, the direc-
tion of causality between money and output
continues to be the subject of considerable de-
bate. The use of qualitative information in
macroeconomic analysis has a long tradition.
Mitchell [1927] and Burns and Mitchell
[1946] use the descriptions in Thorp’s [1926]
annals and several statistical series to identify
the unobserved phase of the business cycle.'
In their chapters on the Federal Reserve,
Friedman and Schwartz [1963] use diaries,
policy records, and monetary aggregates to
identify the stance of monetary policy. The
essence of this traditional method is that it is
prudent to use both qualitative and quantita-
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tive information in the process of inference
because of the potential gain in confidence
associated with cross verification. Both types
of information are needed to identify the as-
ymmetries and nonlinearities that are charac-
teristic of business cycles, policy initiatives,
and other economic phenomena.

Questions conceming the interpretation of
results using qualitative information, how-
ever, have been raised.” A source of unease is
the difficulty of assessing a researcher’s dis-
tillation of the information in descriptive ma-
terials. No obvious metric for evaluating the
coding of a qualitative variable exists.

I present an alternative framewaork for com-
bining qualitative and quantitative informa-
tion in order to draw inferences of an unob-
servable variable. Quantitative information is
an observable time-series variable. Qualita-

1. In the introduction to Thorp [1926] Mitchell writes,
“What we have in our business annals and our indexes of
general business conditions, then, are different approaches
to the problem of recording the fluctuations of economic
activities—approaches each of which has its uncertainties
as well as its merits. We cannot expect them to agree per-
fectly. When they disagree we cannot say that the discrep-
ancy necessarily means error in one or all; it may mean
merely that the different activities reflected by the various
approaches really did not change in quite the same way.
But if we find a general consilience among the results we
shall feel increased confidence in the reliability of both
approaches, and may regard the occasional discrepancies
as presenting genuine problems from the study of which
fresh knowledge may be gained.”

2. For example, in his discussion of Romer and
Romer’s [1989] analysis of monetary policy shocks, Fried-
man [1989] questioned whether there was a close corre-
spondence between monetary policy decisions and mone-
tary policy actions.
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tive information is an indicator variable
(coded by a researcher) that reflects the dis-
tillation of literary materials. Motivated by
the traditional method, I consider the case
where both types of observable information
are imperfect representations of an unob-
served state variable. An iterative algorithm
that uses quantitative and qualitative informa-
tion to draw inferences of the unobservable
variable is constructed. The algorithm pro-
duces an inference of the unobservable state
variable for each sample period using the two
types of information. It also produces a prob-
abilistic assessment of whether the qualitative
indicator is a reliable indicator of the true un-
observed state. As discussed in more detail
below, this algorithm is closely related to
those of Cosslett and Lee [1985] and Hamil-
ton [1989].

The algorithm is applied to the problem of
determining the stance of monetary policy. A
goal is to confront a problem that economic
agents may actually face because of the se-
crecy surrounding the monetary policy pro-
cess. A description of that problem is: How
can observable information—qualitative and
quantitative—be combined to infer the stance
of monetary policy? Also, can the reliability
of the qualitative information (or a distillation
of it) be measured? I implement the algorithm
using two prominent indicators of monetary
policy.

The paper is organized as follows. The al-
ternative framework for using qualitative and
quantitative information to draw inferences of
an unobservable variable is presented in the
next section. The application to the problem
of inferring the stance of monetary policy is
presented in section III. In this section, indi-
cators of policy are introduced, the model is
estimated, and the relationship between the
dynamic conditional monetary policy infer-
ences and an important forecaster of macro-
economic activity is explored. Section IV con-
cludes.

Il. AN ALTERNATIVE FRAMEWORK FOR
INFERENCE

Stochastic Structure

My alternative framework is based on a
particular conception of the statistical model
underlying the traditional method. Let y, de-

note a quantitative variable and /, denote a

(0,1) qualitative variable. Further, let S, de-
note an unobservable variable that influences

v, and /.. A stylized version of the underlying

statistical model is
(1) Yi=ag+a,S,+ (ay + a3S)g,
IL,=by+b,S,+ v,

The a’s and b’s are constant parameters, while
v, and g, denote disturbances. The disturbance
g, 1s assumed to be independent of S,. The dis-
turbance v, is conditionally dependent on §
(see below).

Consider the case where the process for the
unobserved true state follows the two-state
Markov chain:

14

prob(S,=1|S,_,=1)=p
prob(S,=0IS_;=1)=1-p
prob(S,=0JS,_,=0)=¢q
prob(S,=1IS,.;=0)=1-g¢

Suppose that y, depends on S, through a
switching model:

(2) fOIS,=0)=(1/0,\2r)
exp[— (v, — Ho)*/ 25¢]

fOIS,=1)=(1/0\2r)
exp[— (v, — uy)*/207]

The variable /, is an indicator (dummy) that
is the researcher’s distillation of relevant
qualitative information. For example, if based
on the qualitative information at the
researcher’s disposal, the researcher believes
that S,=1, then at ¢/ the dummy variable is

coded, /,= 1. Thus, it is of interest to calculate
prob(l,=1|S,= 1) =g,
prob(,=0|S,=1)=1-g,
prob(/,=0|S,=0)=#A, and

prob(Z,=1[5,=0)=1-4h.
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The population parameters g and /4 indicate
how reliable an indicator the random variable
1, is about the value of S, on average.’

This stochastic structure is analogous to
that in Hamilton [1989] and Cosslett and Lee
[1985]. Cosslett and Lee extend the standard
linear regression model with serial correlation
to the case where included among the regres-
sors is an indicator variable subject to mea-
surement error. They model the indicator vari-
able as a measurement of an unobserved indi-
cator that follows a Markov process. Their
main focus is to develop test statistics for the
detection of serial correlation in such models.
They formulate a recursive algorithm for like-
lihood function evaluation, and among their
estimated parameters is a measure of the de-
gree of measurement error in the observed in-
dicator variable. Unlike in Cosslett and Lee,
the likelihood function here is derived as a
product of conditional likelihood values. This
permits the computed inferences of the unob-
served state variables at time ¢ to depend only
on information up to and including time ¢.
Thus, these inferences are more closely asso-
ciated with those that actual agents could have
made at the time.

My framework is most closely related to
Hamilton [1988; 1989] in that it depends on
nonlinearities in the data for robust inference
and estimation. He demonstrates how to draw
inferences about whether and when discrete
shifts in the distribution parameters of a non-
stationary time series occurred. He models
these potential shifts as the outcome of a Mar-
kov process. The only input to Hamilton’s
framework is a quantitative variable whose
properties one wishes to learn more about.
Hamilton [1989] demonstrates his technique
using real GNP. A remarkable feature of his
results is how well the regime shifts he iden-
tifies match-up with NBER business-cycle
dating. What should be made of these corre-
spondences? Are they spurious? What metric
can be applied to them? Hamilton does not
consider how qualitative information can be
used and assessed in the inferential process.

3. The relation between the disturbance v, and the un-
observed variable S; is as follows. In equation (1), set
bo=1—-h and by =-1+g+h Conditional on S;=1, v,
equals 1 — g with probability g and v, equals —g with prob-
ability | — g. Conditional on S; = 0. v, equals - (1 - A) with
probability 4 and v, equals # with probability 1 — 4.

The algorithm below describes precisely
how y, and /, are used to draw inferences of

S, The definition of conditional probability

provides insight into the workings of the algo-
rithm. Let 4, B, and C be events. Suppose that
we are most interested in the probability of two
additional events: first, 4, B, and C occur to-
gether and second, C occurs given that 4 and
B have occurred. Using the definition of con-
ditional probability, the probability of the first
event is

P(4BC) = P(AIBO)P(BIC)P(C).

It follows that the probability of the second
event is

PAIBOPBIOYP(C)
P(CIAB) = P(4B) :
Analogues to these expressions recur below.
In the first instance, the likelihood of occur-
rence of known values of /, and y, with a cur-
rent and past value of the state variable is of
interest. Given the Markov specification for
the state, the conditional likelihood function
for the observed data can be constructed and
maximized numerically with respect to its pa-
rameters (U, Lo, Oy, Oy, P ¢, &, and k). In the
second instance, the probability of state S,
given /, and y, is of interest. It can be inferred
once the maximum likelihood parameter esti-
mates are in hand.

Those eager to get to the application and
results may now prefer to leave the details in
next subsection to a later reading.

Algorithm

Consider how qualitative and quantitative
information can be used to form inferences of
the state before considering estimation of the
population parameters.

Tet

Q={plo Vit Loro- P15 11}

denote the data observed through date r. At
date ¢, the filter for this composite process
accepts as input?

4. The convention is that capital letters denote random
variables and lower case letters denote realizations of ran-
dom variables.

er. Further reproduction prohibited without permissiony,



JEFFERSON: QUALITATIVE AND QUANTITATIVE INFORMATION 1

(3) prob(S,_, =s,,1Q; )
and has as output
(4) prob(S, = 5,/€2,).

To move from equation (3) to equation (4)
multiply equation (3) by prob(S, =s/S,,
=5,.;) to obtain

(5 prob(S, =5 St-l = S!—lle‘])
= prob(S, = /S,y = 5.1)
x prob(S,_; = 5,,12,_).

Next, use equations (2) and (5) to compute the
conditional joint-density distribution

(6) @y, St =8p St = 5119)
=f(y(|S/ = St)
x pro’&(S, = s, S| = 5,412 ))-

Based on the coding of the dummy vari-
able, the researcher knows whether 7,=0 or

1,=1 at time . The event of interest is the joint
occurrence of (I,=i, y, S,=5, S;.1 =5.1). To
evaluate the likelihood of this event, multiply
equation (6) by prob(/, = i|S, = s,). This product
gives

(7 dd, =iy S;=55 S =5.112)
= prob(/, = iJS,=s))
xd(p ;=55 811 = 111Q)-

Equation (7) embodies the important assump-
tion that /, is conditionally independent of y,,
s,_;» and other history. I maintain this assump-
tion throughout the analysis. If this assump-
tion is not true, then a potential source of bias
is introduced. The four values of equation (7),
one for each of the four possible configura-
tions of s, and s,_;, are of the form d(/,=i, y,
Sp §,11€,_1). The sum of these four numbers is

5. If this assumption is violated, then the first term on
the right-hand side in equation (7) should be
prob(/; = iS; = s1, ¥, Se1 = 50212 Qu=1). This would alter the
interpretation of the parameters g and A substantively.

the conditional likelihood of the #th observa-
tion

(8) f,=i, Y )
1 1

i Z Z A, =ip Yp Sp 51-11-)-

Si=0 St-1=0

Dividing equation (7) by (8) yields an infer-
ence about s, and s, ; that makes use of the
new observed data for date #:

prob(S, = s, S._; =5,.11Q)
=d(1, =1y, 8,=5, 8.1 =519,

HU=ipyIQ )

The desired output, equation (4), is found by
summing Over s,_;:

prob(S, = 5/€)

1
= Z prob(S, =s,, S, ; =5,.,/Q).

sl—l=0

A by-product of the algorithm is the condi-
tional likelihood, equation (8). The product of
these conditional likelihoods can be maxi-
mized with respect to the parameters p;, p,,

Gy, Op, P> ¢, & and h. The values of g and &
tell us how reliable an indicator /, is on aver-

age. Additionally, a comparison of
prob(S, = 1|Q,) with 7, tells us how reliable is

the inference for date ¢ in particular.®

My statistical framework is distinguished
by how it combines quantitative and qualita-
tive information and its probabilistic assess-
ment of the researcher’s use of the qualitative
information at the researcher’s disposal.” The
framework may be thought of as an objective

6. In practice, the algorithm is started up with the un-
conditional probability of sg given by the limiting proba-
bility of states 0 and 1. Additionally, the grobabilities P,
g, g, and h are parameterized as x = exp(—6%) for x= p, ¢,
g, h to ensure that the likelihood function is well defined.
See Hamilton [[994] for more on these points,

7. Interestingly, the use of qualitative information
plays a significant role in Hoover’s [1991] study of cau-
sality between money and prices. Although causality is not
directly related to what concerns us here, it is clear that in
his framework the efficient use of qualitative information,
stabililty of distribution parameters, and causality are inter-
twined.
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FIGURE 1
Fed Funds—10 Year T-Bond Spread vs. Boschen-Mills Index
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way of not only identifying regime changes
but also of evaluating dummy variables
thought to characterize those changes.

Iil.  APPLICATION: THE STANCE OF
MONETARY POLICY

Indicators of Policy

The application focuses on two indicators
of monetary policy. The first is quantitative—
the spread between the federal funds rate and
the ten-year Treasury bond (hereafter denoted
the spread). The second is qualitative—
Boschen and Mills’s [1995] policy index.
Both indicators are shown in Figure 1. These
indicators are chosen because of the attention
they have attracted recently and because they
appear to constitute a natural set of inputs into
and motivation for the statistical model de-
scribed above.

Laurent [1990] was among the first to pro-
pose the spread as an inflation expectations-

corrected measure of the stance of monetary
policy. The Treasury bond controls for infla-
tion expectations. Presumably, the spread in-
creases if the Fed starts to tighten. Bernanke
and Blinder [1992] noted that most of the vol-
atility in the spread is due to movements in
the federal funds rate.

Boschen and Mills [1995; 1992] construct
their index from a meticulous reading of Fed-
eral Reserve documents. They provide a clas-
sification of the stance of policy for each
month from January 1953 to December 1991.
Their index takes on integer values in the
range —2 to 2. Negative values of the index
imply that policy is anti-inflationary while
nonnegative values are associated with a more
neutral (or pro-growth) policy stance. In Fig-
ure 1, [ multiplied the Boschen-Mills index by
—1 in order to make its interpretation parallel
that of the spread. Boschen and Mills [1995;
1992] compare the Romers’ [1989] indicator
with their own and other indicators based on
qualitative information proposed by Poole
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JEFFERSON: QUALITATIVE AND QUANTITATIVE INFORMATION 13

[1971], Uselton [1974], Potts and Luckett
[1978], and Kimelman [1981]. They find that
these disparate indicators generally are highly
correlated and that they contain marginal pre-
dictive power for many monetary aggregates
and interest rates. The Boschen-Mills index is
used to represent monetary policy by Romer
and Romer [1994] and Ball and Croushore
[1994].

The spread and Boschen and Mills’s index
have proven to be among the most robust pol-
icy indicators available. Yet, they have not
been directly contrasted. If they are compli-
mentary, then it may be worthwhile to explore
ways of combining them to draw inferences
of the unobserved true policy process. If they
both are representations of the true policy pro-
cess, then it may be possible to construct an
acceptable metric by which the reliability of
the qualitative indicator can be assessed.

Figure 1 conveys the impression that
movements of the spread are not altogether
unrelated to the Boschen-Mills index. High
levels of the index appear to be associated
with high or increasing levels of the spread.
Low levels of the index appear to be associ-
ated with low or decreasing levels of the
spread. Taken separately, each indicator sug-
gests that there are distinct swings in the
stance of policy. The spread, for instance, has
remained above (below) its sample mean
(=-.611) for some time and then switched to
values below (above) its sample mean in one
or two months. Similar swings are marked in
Boschen-Mills index by transitions from a re-
strictive (expansionary) policy stance to an
expansionary (restrictive) policy stance where
the index takes on the zero value in only one
(or fewer) months.

Figure 1 also suggests that it might be dif-
ficult to find parsimonious linear representa-
tions of policy. For example, I attempted to
fit a series of low-order ARMA models for the
spread.® The Box-Ljung Q-statistics for ran-
domness overwhelmingly rejected the null
hypotheses. Frequently, pure AR representa-
tions for the spread are used in forecast equa-
tions and VAR analysis. Residuals from
AR(12), AR(24), and AR(36) specifications,

8. In the monetary policy literature, the level of the
spread, not its changes. usually represents policy. This is
why [ do not consider integrated processes here.

however, yielded evidence against indepen-
dent.’

These statistical results concerning the
spread need not be surprising when consid-
ered from the qualitative index viewpoint. The
perspective that emerges from this literature
is more episodic. Policy is a series of initia-
tives—some more active than others. The
Boschen-Mills index is representative of this
qualitative regime-oriented approach to infer-
ence. From this viewpoint, it should require a
significant number of AR parameters to
smooth over a potentially nonlinear policy
process.

Estimation and Interpretation

In the application, I assume that the spread
is influenced by the unobservable state vari-
able, S, That is, denote the spread as y, in
equation (1).'° In this specification, the only
source of persistence is the autoregressive
structure of S, itself.!' This specification ap-
pears to be the most consistent with both
Boschen and Mills’ experiment of inferring
the underlying policy stance at each point in
time and the use of the level of the spread as
a point in time indicator of policy.'? For the
coding of 7, this assumption implies that S,
summarizes all past information and that
Boschen and Mills do not refer to the spread
contemporaneously. In the application, the in-

9. The test statistic is QP)=T(T+2) =&,
(T- 1" {r(v; €)1 ~ xp (see McLeod and Li [1983]). The
sample size is 444. For the AR(12), AR(24), and AR(36)
models, the O(50) statistics are 182.46, 164.25, and 152.91
respectively. The significance level is 0.0 in each case.

10. Heuristically, S, may be thought of as the regime
in effect at time ¢ as indicated by a policy directive that
was agreed upon in secret. The philosophy underlying my
specification is that of Lucas [1976]: “a policy is viewed
as a change in the parameters, ..., or in the function gen-
erating the values of policy variables at particular times.”

11. The AR representation for S, is
Si=(1-¢g)+ (-1 +p+q)S1 + ®,. Conditional on S, =0,
; equals 1-p with probability p and ®, equals —p with
probability I-p. Conditional on S-1=1. o, equals
— (1 - g) with probability ¢ and w, equals g with probability
1-g.

12. An alternative specification is to introduce AR pa-
rameters for the spread. Under this alternative specifica-
tion, §; pertains to the parameters of an autoregression. It
is not clear, however, whether Boschen and Mills consider
any additional sources of serial correlation beyond that in
the perceived underlying state variable. Therefore. I con-
sider the specification where the Boschen-Mills index and
the level of the spread form a composite process.
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dicator variable /, is set to one when Boschen-

Mills index is positive and zero otherwise.

The sample period is January 1955 to De-
cember 1991.'% The results of maximizing the
conditional likelihood function, equation (8),
are presented in Table I, column 1.4

States 0 and 1 are persistent in a probabi-
listic sense. The probability of making a tran-
sition from a state to that same state in the
next period is over 92%. If these estimates of
p and g remain stable through time, we may
calculate the long-run proportions of the time
that monetary policy is relatively restrictive
(S,= 1) or less restrictive (S, = 0).'> For the ex-

ample under consideration,
©)  m=(1-p)/@-g-p)=61
and m=(1-9)/2—-q-p)=.39.

An interpretation of equation (9) is that it is
over one-and-a-half times more likely that the
stance of monetary policy is not restrictive at
any point in time than it is restrictive.

The long-run average rate at which transi-
tions from less to more restrictive policy
occur is
(10) my(1 — g) = .0281.

Also, the long-run average rate at which tran-
sitions from more to less restrictive policy
occur is

(11)

Equations (9), (10) and (11) can be used to
compute the average duration of monetary
policy regimes. The average duration of less
restrictive policy regimes is

(1 - p)=.0277.

13. The sample period is bounded from below by the
availability of the spread and from above by the last date
Boschen and Mills [1995] used in their study.

14. The standard errors for the probabilities are ap-
proximations calculated from the standard errors for 0, (see
footnote 6). They should be interpreted cautiously for the
probabilities near the boundary of the parameter space.

15. Let mj=limyo efj, for j20 and e;= the (i, j)th
element of the estimated probability transition matrix. A
well-known theorem (Karlin and Taylor [1975, 85]) estab-
lishes that the limiting probabilities, n;, are the unique non-
negative solution to ;= L0 m; e, j 2 0 with g ;= | and
w2 0.

ny/m(1—q)=1/(1-¢q)=21.74

months. Conversely, the average duration of
more restrictive policy regime is

m/m(l-p)=1/(1-p)=14.08

months.

An interpretation of the estimates of g and
h is as follows. If g =1, then /, is a perfectly
reliable indicator of state 1 in a probabilistic
sense. That is, /,=1 when §,=1 with proba-
bility one. If g =.5, then the researcher could
have done just as well by coding the dummy
variable by flipping a fair coin. If g < .5, then
the researcher has the facts exactly backward.
The parameter 4 is interpreted analogously ex-
cept that it pertains to state 0. Returning to
Table I, we see that g is .958 while 4 is .997.
These results suggest that the Boschen and
Mills index is a very reliable indicator of pol-
icy in a probabilistic sense.'®

When the spread is in state 0 its mean and
standard deviation are —1.327 and .920, re-
spectively. When the spread is in state 1 it
means is 177 basis points higher and its stan-
dard deviation is more than twice as large.

Figure 2 graphs prob(S,=1|Q,) for each
sample period. Let the process be in state x
when the probability of being in that state is
greater than or equal to .5. Several episodes
of state 1 are identified. Not surprisingly, they
correspond closely with the anti-inflationary
episodes identified by Boschen and Mills.

Consideration of varying policy regime du-
ration is crucial for interpreting the reliability
of qualitative inferences. Study of the dura-
tion of particular episodes of monetary tight-
ening (or loosening) receives less attention in
the monetary policy literature.!” A conjecture
for the relative neglect is that the lagged ef-
fects of the initiation of a monetary episode
make it difficult to analyze satisfactorily ter-
mination dates. I attempt to overcome this dif-

16. An alternative interpretation of g and 4 is that they
indicate the amount of additional information about S, de-
rived from y, For example, g and # close to one may
suggest that little additional information about S; comes
from y.

7. A noticeable exception is the period 1979 to 1982

where there appears to be a consensus as to when a mon-
etary policy initiative began and when it ended.
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FIGURE 2
Inferred Probability that S= 1
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ficulty by drawing inferences from indicators
that appear to respond to the beginning and
end of policy initiatives.

Next, I examine the subsample robustness
of these findings.

Subsample I: Fed Chairperson

The sample was divided using the dates of
tenure for three of the five Federal Reserve
chairmen that governed during the sample pe-
riod. Columns 2 through 4 of Table I give the
dates and parameter estimates for the chair-
manships of Martin, Burns, and Volcker. The
tenure of Miller and Greenspan were deemed
too short to yield reliable estimates. The pa-
rameter estimates in Table I provide some in-
dication of how sensitive the full sample pa-
rameters were to Fed leadership, which pre-
sumably could alter the conduct of monetary
policy even in the face of institutional stabil-
ity. Hakes [1990], for example, estimated pol-
icy reaction functions for Martin, Burns, and

3L D | 6795 820 86 U 88 = i1

Volcker. He found that the objectives and pri-
orities of monetary policy were sensitive to
the identity of the Federal Reserve’s chair-
man.

The parameter estimates exhibited subsam-
ple sensitivity that depended on the identity
of the Fed chairman. Under Volcker, the esti-
mates suggested that once policy took a stance
it was very likely to persist: p and g were very
high. In the Martin era, the spread exhibited
relatively small average differences between
restrictive and less restrictive policy. The per-
sistence of regimes and volatility of the spread
under Burns were intermediate to those of
Martin and Volcker.

The Boschen-Mills index is an outstanding
indicator of policy during the Martin era. It is
a less accurate indicator of restrictive policy
during Burns’s chairmanship (g = .664). Fi-
nally, the Boschen-Mills index suggests that
policy under Volcker is restrictive more often
than it actually is (h = .705).
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TABLE 1
Maximum Likelihood Estimates of Parameters
Full Martin Burns Volcker Target70s Target80s
Parameter Sample [55:1-70:1] [70:2-78:1] [79:8-87:8] [74:9-79:9] [84:3-91:12]
Ho —1.327 —1.004 —1.852 —-1.636 -2.172 —1.472
(0.059) (0.069) (0.092) (0.114) (0.103) (0.124)
By — Ko 1.769 0.880 3.978 4.178 2934 0.611
(0.155) (0.127) (0.307) (0.460) (0.259) (0.275)
p 0.929 0.914 0.952 0.985 0.973 0.909
(0.019) (0.032) (0.038) (0.020) (0.030) (0.055)
q 0.954 0.938 0.976 0.991 0.963 0.957
(0.013) (0.023) (0.018) (0.010) (0.029) (0.025)
Sy 0.920 0.709 0.708 0.965 0.617 1.001
(0.043) (0.049) (0.070) (0.081) (0.076) (0.087)
o, 1.893 0.920 1.496 2.246 1.139 1.274
(0.101) (0.075) (0.207) (0.314) (0.169) (0.171)
g 0.958 0.999 0.664 0.999 0.828 0.999
(0.018) el (0.095) ) (0.082) )
h 0.997 0.999 0.999 0.705 0.999 0.986
(0.005) ) —) (0.054) —) (0.017
log LF —438.84 -94.93 —66.58 —116.60 —34.13 —78.52
Note: The data are the spread (= Federal Funds rate—10 year Treasury Bond rate) and the Boschen and Mills policy
index. Standard errors in parentheses. Dashes indicate that the underlying point estimate is indistinguishable from zero.
Data source: Citibank database and Boschen and Mills (1995).

Suppose the Markov chain for each chair-
man is allowed to continue forever. What per-
centage of the time is policy restrictive or less
restrictive? Calculation of the long-run state
probabilities using equation (9) and the esti-
mates of p and ¢ for each chairman in Table
I yields: Martin n,=.58, =, =.42; Burns
ny,=.67, m; =.33; Volcker my=.63, m =.37.
Martin’s numbers are close to those for the
full sample. Policy under Burns is less restric-
tive 67% of the time. The values for Volcker
are intermediate to those of Martin and Burns.
It appears that, qualitatively and quantita-
tively, policy under Martin is unlike that
under Burns which is unlike that under Volc-
ker.

Subsample 1i: Fed Operating Procedure

Since 1970, there have been two periods
during which the Federal Reserve employed
federal funds rate targets rather explicitly.

Cook and Hahn [1989] identify the first period
as September 1974 to September 1979. They
examine the impact of perceived target
changes on market interest rates. Rudebusch
[1995] and Hamilton [1996] indicate that fed-
eral funds rate targets have also been a prom-
inent feature of Federal Reserve policy since
March 1984. Rudebusch [1995] uses informa-
tion from durations between target changes to
explicitly model the timing and direction of
target changes. Hamilton [1996] uses post-
March 1984 daily data to characterize the be-
havior of the federal funds rate during reserve
maintenance periods under contemporaneous
reserve accounting.

I estimated the model over each of these
subperiods. The results are summarized in
Table I, columns 5 and 6. The parameter esti-
mates exhibit subsample sensitivity that de-
pends on the targeting period.

The spread may be a particularly accurate
measure of policy during a federal funds-rate

. Further reproduction prohibited without permissiony\ya

n.:J'I_,:-U-:-ﬂ}ﬂ Zy L—* I




JEFFERSON: QUALITATIVE AND QUANTITATIVE INFORMATION 117

control period.'® Therefore, these periods pro-
vide a potentially ideal environment for eval-
uating the performance of Boschen-Mills
index. Table I, column 5 suggests that the
index is a very reliable indicator of less re-
strictive policy during the 1970s targeting pe-
riod. It is a less accurate indicator of restric-
tive policy. Column 6 suggests that the index
is a highly reliable indicator of policy during
the 1980s (and early 1990s) targeting period.
The index indicates restrictive policy in a few
periods when policy was less restrictive. This
causes the point estimate of k(= .986) to be
“relatively low.”

There is considerable overlap in the Burns
(column 3) and the 1970 targeting (column 5)
subsamples. Essentially, they differ by a pe-
riod of oil shock and recession. A comparison
of the point estimates of g between columns
3 and 5 suggests that Boschen-Mills index is
a less reliable indicator of restrictive policy
under Burns due to the difficulty of inferring
restrictive policy after the first oil shock.

Notice that there is considerable overlap in
the Volcker (column 4) and the 1980s target-
ing (column 6) subsamples. The latter period
excludes the 1979 oil shock and a severe re-
cession in the early 1980s. A comparison of
the point estimates of 4 between columns 4
and 6 suggest that the index is a less reliable
indicator of less restrictive policy under Volc-
ker due to the difficulty of inferring less re-
strictive policy during the second oil shock
(and long recession). In summary, character-
izing monetary policy qualitatively during tur-
bulent economic periods is difficult.

Forecasting the Forecast Variable

Bernanke and Blinder [1992] find that
lagged values of the spread contain marginal
information for several real macroeconomic
variables. They present evidence that federal
funds-rate based measures of policy are pre-
eminent within the class of forecasting vari-
ables they consider. Boschen and Mills, how-
ever, report that their policy index contains
marginal information for many interest rates
and growth rates of the monetary aggregates.
In the previous section, I presented evidence
that (1) a Markov model was not an unreason-

18. A referee brought this insight to my attention.

able model for the spread and (2) a simple
transformation of the Boschen and Mills index
appeared to be a reasonable representation of
the true unobserved state variable for the Mar-
kov process governing the spread. These two
findings represent important clues as to why
one should expect the Boschen and Mills
qualitative indicator (and possibly other reli-
able ones like it) to have predictive power for
particular interest rates in linear forecasting
models.

Hamilton [1989] observed that if a Markov
model is the true data-generating process for
a variable, then pure autoregressive models
for that variable would generate suboptimal
forecasts. In my example, the basic intuition
is that if equation (2) were the true model,
then agents’ forecast of the current value of
the spread would differ according to whether
policy was restrictive or expansionary in the
previous period. This suggests that the dy-
namic conditional monetary policy infer-
ences, prob(S,_; = 1|Q,_,), should contain sig-
nificant marginal information for the spread
when included in the AR models for the
spread considered in section III. If
prob(S,_, = 1|Q2,_,) is found to be insignificant,
then this is evidence against the Markov
model.

To test whether prob(S,_; = 1|Q2,_;) improves
linear forecasts of the spread, I consider AR
models for the spread of the form

spread,= o. + Bprob(S,_, = 1|Q2,_))
k

+ Z O, spread,  +e,

s=1

for k=12, 24, and 36. The standard errors
from these regressions are not correct because
prob(S,_, =1|Q,._,) is a generated regressor.
Therefore, the standard errors reported below
are computed using results due to Murphy and
Topel [1985] for two-step estimation with
nonindependent random components. The es-
timates of  are (with correct standard errors
in parenthesis)

k=12 k=24 k=36
2818 .2970 .3264
(.0682) (.0702) (.0734)

Suppose the probability that policy was re-
strictive last period increased from zero to
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one. The estimates of B answer the question:
By how many basis points should the forecast
of the current spread be revised conditional
on past values of the spread? For k=24, for
example, the answer is 30 basis points.

These results are in favor of the Markov
model. Additionally, they provide some intu-
ition as to why qualitative indicators of policy
perform well in linear forecast models. These
indicators capture nonlinearities in and the
discreteness of the monetary policy process.
These indicators are important and useful be-
cause they improve suboptimal forecasts that
are based upon forecast equations that are in
some sense misspecified.

IV. CONCLUSION

The coding of a qualitative variable can be
interpreted as the researcher’s evaluation of
when a feature of the environment generating
the data has changed. This evaluation may be
based on a priori or extraneous information at
the researcher’s disposal. Assessment of the
reliability of the qualitative variable is usually
based on the degree to which one believes that
its coding is consistent with shifts in the state
of nature. Often, it is not clear how to evaluate
the use of qualitative information. The frame-
work proposed in this paper provides a way
of constructing a probabilistic assessment of
the researcher’s use of qualitative and quanti-
tative information.

A description of the stance of monetary
policy from 1955 to 1991 is that there were
thirteen episodes of relative tightening. They
were of varying duration and changes in
stance were sudden. The standard deviation of
an observable quantitative indicator of mone-
tary policy (the federal funds rate minus the
ten-year Treasury bond rate) is twice as large
in its restrictive state. The conditional dy-
namic monetary policy inferences that are a
by-product of the analysis improve linear
forecasts of the spread between the federal
funds rate and the ten-year Treasury bond by
sensitively tracking underlying shifts in mon-
etary regimes.

Recently, it has become common practice
to analyze monetary policy using qualitative
and quantitative information by reading pol-
icy documents, discerning shifts in policy, and
then examining the behavior of financial
quantitative variables shortly after inferred
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policy shifts or to use innovations in interest
spreads (and rates) to represent shifts in mon-
etary policy. The analysis of this paper sug-
gests that, if such policy analysis is not be
misleading, care must be taken to determine
whether observed movements in financial
variables represent innovations within policy
regimes or true shifts in policy regimes.
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